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Model uncertainties in predictions of arrival
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[1] It is very important, both for research and forecasting application, to be aware of uncertainty
estimation of a scientific model, i.e., to know how model performance depends on the uncertainty in the
input parameters. Scientific models are becoming more important as tools for space weather operators’
applications and for space weather forecasting. It is essential that operational users, forecasters, model
developers, and the scientific community are aware of model capabilities and limitations. In our
previous study we validated the performance of the WSA/ENLIL cone model combination in simulating
the propagation of 14 events of coronal mass ejections (CMEs) to the L1 point using the cone model
approach for halo CMEs. In this short report we present the results of the uncertainty estimation for the
WSA/ENLIL cone model combination studying the dependence of the arrival time of the CME shock
and the magnitude of the CME impact on the magnetosphere on the uncertainty in the CME input
parameters using three events from the previously reported 14 event list.
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1. Introduction
[2] The advantage of scientific modeling is that it pro-

vides a global view of a studied phenomenon, something
that is not available using only satellite or ground ob-
servations. Scientific models are becoming more and more
important as tools for understanding and forecasting the
physical processes in the solar system. Models are used
for space weather operators’ applications and for space
weather forecasting. It is essential that the operational
users, forecasters, model developers and the scientific
community are aware of model capabilities and limita-
tions. Since modeling results depend on the input para-
meters, it is very important, both for forecasting
applications and research, to estimate the robustness of
the model performance dependence on the uncertainty in
the input parameters. In this paper we present the results
of such uncertainty estimation for the WSA/ENLIL cone
model in predictions of arrival of coronal mass ejections
(CMEs) at Earth orbit.
[3] In our previous work [Taktakishvili et al., 2009] we

studied the performance of the WSA/ENLIL cone model
in modeling the propagation of CMEs in the heliosphere.
A CME is an ejection of material from the solar corona,
that can be detected remotely with a white light corona-

graph. When the CME reaches the Earth as an inter-
planetary CME (ICME), it may disrupt the Earth’s
magnetosphere, compressing it on the dayside and ex-
tending the nightside tail. The most severe geomagnetic
storms are caused by ICME events [Gosling, 1993]. ICMEs
can result in damage to satellites, disruption of radio
transmissions, damage to electrical power transformers
and power outages. That is why knowing accurate arrival
times of ICMEs at the Earth is of crucial importance in
predicting space weather. There have been extensive
observational as well as theoretical studies of CMEs in
relation to their space weather implications in the recent
decade. We briefly reviewed most of them in the work by
Taktakishvili et al. [2009], so here we present only the re-
ferences [Berdichevsky et al., 2000; Gopalswamy et al., 2001,
2005; Kim et al., 2007; Fry et al., 2003; Oler, 2004; Dryer et al.,
2004; Smith et al., 2005; McKenna‐Lawlor et al., 2006; Wu et
al., 2007; Tóth et al., 2007; Lugaz et al., 2007].
[4] The WSA/ENLIL cone model has two components,

(1) cone model for halo CMEs, an analytical method to
determine the angular width, propagation direction and
radial velocity of halo CMEs, developed by Xie et al. [2004],
and (2) the ENLIL heliosphere model, a time‐dependent
3‐D MHD model of the heliosphere, developed by
D. Odstrcil [see, e.g., Odstrcil and Pizzo, 1999; Odstrcil et al.,
2004]. In the work by Taktakishvili et al. [2009] we reported
the results of the ENLIL conemodel for 14 CME events and
compared them to ACE observations. We focused on two
parameters, the arrival time of the CME shock and the
magnitude of the CME impact on the magnetosphere. The
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magnitude of the CME impact is characterized by the
magnetospheric magnetic field magnitude needed to stop
the CME mass flow. The corresponding magnetopause
standoff distance was also calculated. We used version 2.5
of the ENLIL model available currently at the Community
Coordinated Modeling Center at NASA/GSFC.
[5] In this paper we perform uncertainty estimation of

the WSA/ENLIL cone model, studying the dependence
of the arrival time of the CME shock and the magnitude of
the CME impact on the magnetosphere on the uncertainty
in the CME input parameters using 3 events from the
previously reported 14 event list.

2. Brief Description of the Cone Model,
the WSA/ENLIL Models, and the Objective
of the Uncertainty Estimation
[6] Zhao et al. [2002] were the first to propose the cone

model approximation to determine CME geometric and
kinematic parameters using an iterative method for CME
image analysis. They assumed that a CME propagates
with nearly constant angular width in a radial direction
and that the expansion is isotropic. Based on this idea, Xie
et al. [2004] developed an analytical method for deter-
mining parameters of halo CME, angular width of the
cone, propagation direction and radial speed, directly
from coronagraph images. We used the method developed
by Xie et al. [2004] in our previous paper [Taktakishvili et al.,
2009] determining CME cone model parameters from
LASCO C3 coronagraph images. These parameters are
used as input to the ENLIL heliosphere model to study the
CME propagation out to the ACE location at the L1 point.
The method of Xie et al. [2004] is based on a geometrical
analysis of a CME white light image contour and the
assumption that this contour has an “elliptical” shape
which is considered to be a projection of a CME cone on
the plane of the sky. Naturally this is a rather simplistic
approximation of a CME and the result depends on the
“ellipse” contour determination. Our experience with
deriving CME parameters from LASCO C3 images
[Taktakishvili et al., 2009] showed that the cone orientation
is rather robust, while velocity is rather sensitive to the
ellipse contour determination.
[7] In this paper we used three previously studied

events, to investigate how the uncertainty in velocity
determination manifests itself in the WSA/ENLIL cone
model results with regard to the CME shock arrival time
and also the magnitude of the CME impact on the mag-
netosphere. We also explore how the uncertainty in cone
opening angle influences the model results.
[8] ENLIL is a time‐dependent 3‐D MHD model of the

heliosphere [Odstrcil and Pizzo, 1999]. It solves equations
for plasma mass, momentum and energy density, and
magnetic field, using a Total‐Variation‐Diminishing Lax‐
Friedrichs algorithm. Its inner radial boundary is located
beyond the sonic point (where the solar wind flow
becomes supersonic), typically at 21.5 solar radii. ENLIL
can accept boundary condition information from the

empirical Wang‐Sheeley‐Arge (WSA) coronal model [Arge
and Pizzo, 2000]. WSA models the global magnetic field
between the solar surface and a bounding spherical sur-
face, where the magnetic field is assumed to be radial. The
photospheric magnetic field is determined from synoptic
magnetogram data. WSA computes the solar wind speed
at the bounding surface using an empirical relationship.
ENLIL applies this WSA output at its inner boundary and
propagates the solar wind, including the CME, throughout
the heliosphere.
[9] In ENLIL, the CME as an initially spherical plasma

cloud, has a uniform velocity. The temperature is assumed
to be the same as in the ambient fast solar wind. There is a
free parameter of the ratio of the CME cloud density to the
ambient fast solar wind density, which cannot be derived
from the observations. We call it density factor “df.” In our
previously reported study [Taktakishvili et al., 2009], df was
equal to 4 by default. Thus, the plasma cloud had about
four times larger pressure than the ambient fast wind. The
CME cone model is based on observational evidence that
a CME has more or less constant angular diameter in the
corona, being confined by the external magnetic field, so
that the CME does not expand in latitude in the lower
corona, but expands later in interplanetary space due to
the weaker external field. This is naturally a simplification,
but launching of an overpressured plasma cloud at 21.5Rs,
roughly represents development of a coronal mass ejection
expanding into the interplanetary space [see, e.g., Odstrcil
et al., 2004].
[10] In the presented work we performed the uncer-

tainty estimation of the WSA/ENLIL cone model results
due to uncertainty in initial velocity, cone angular radius,
and density factor. We chose three CME events from
the previous solar cycle: (1) “high‐speed” CME event of
13 December 2006; (2) “moderate‐speed” CME event of
6 April 2001; and (3) “low‐speed” CME event of 15 April
2002. Varying each of the parameters by the factor of
approximately 2, we studied the influence of this variation
on the CME transit time (CME arrival time to the L1
point) and the magnitude of the CME impact on the
magnetosphere.
[11] In the simulations presented here, ENLIL in most of

the cases uses relatively low resolution spatial grid 256 ×
30 × 90, where 256 is the number of equally spread grid
points in the radial direction (range from 0.1 AU to 2 AU),
30 is he number of equally spread grid points in the lati-
tude (perpendicular to the equatorial plane, range from
−60° to +60°), and 90 is the number of equally spread grid
points in the longitude (range from 0° to 360°). The spatial
resolution used is rather coarse. This has the benefit of
using less computing time and resources. Run execution
time length for these parameters is approximately 2 h on a
4 processor machine, which is much faster than real time
and is a very good characteristic for forecasting purposes.
In order to study the impact of the different spatial reso-
lution on the model sensitivity to initial conditions we also
performed two additional runs for one of the studied events
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(13 December 2006 CME) with higher resolution in radial
direction, using grids 512 × 30 × 90 and 1024 × 30 × 90.

3. Uncertainty Estimation for the CME Shock
Arrival Time
[12] The 13 December 2006, sometimes called the “AGU

storm” CME, was the last significant halo CME in the
previous solar cycle. This is considered as a high‐speed
event in the presented work. The observed transit time of
the CME shock was 35 h. In the SOHO/LASCO catalog
(http://cdaw.gsfc.nasa.gov/CME_list/) the CME plane of
sky projection velocity at 20 Rs is listed as VPOS ∼ 1573 km/s.
Our estimation of the radial velocity from the LASCO C3
images using cone model method of Xie et al. [2004] yielded
V ∼ 2170 km/s [Taktakishvili et al., 2009]. The estimation of
the cone half angular width (CME cone opening half‐angle)
gave 67° for this case. Assuming that the density factor
df = 4, we use these values as base parameters for this
high‐speed event.
[13] For the 6 April 2001 event, the SOHO/LASCO cat-

alog lists the CME plane of sky projection velocity at 20 Rs
as VPOS ∼ 1215 km/s (http://cdaw.gsfc.nasa.gov/CME_list/).
For the radial velocity from the LASCO C3 images using
the cone model method we obtained V ∼ 1570 km/s
[Taktakishvili et al., 2009]. This is the considered as a
moderate‐speed event in our analysis. The observed
transit time of the CME shock was 39 h. The estimated
cone half angular width for this event is 79°. With the
density factor df = 4, we use these values as base para-
meters for this moderate‐speed event.
[14] The 15 April 2002 CME event is considered as a low‐

speed event in our study. The observed transit time of the
CME shock was 52 h. The SOHO/LASCO catalog lists the
CME plane of sky projection velocity at 20 Rs as VPOS
∼ 731 km/s. The estimated radial velocity and cone half
angular width are correspondingly V ∼ 736 km/s and 74°.
With df = 4, we use these values as base parameters for
this low‐speed event.
[15] In the work by Taktakishvili et al. [2009] we com-

pared the CME shock arrival times predicted by the WSA/
ENLIL cone model simulations to the observed (ACE)
shock arrival times for 14 studied events. The prediction
error,

�terr ¼ tarrenlil � tarrobs ð1Þ

is negative when the model predicted a shock arrival time
earlier than the observed shock arrival time, and is posi-
tive for late ENLIL prediction. For the 13 December 2006
CME the model shock arrival time error was ∼−5 h; that is,
the model predicted the CME shock arrival ∼5 h earlier
than actual arrival [Taktakishvili et al., 2009]. The observed
shock transition time, time interval between the first
appearance of the CME in LASCO C2 coronagraph image
and the CME shock arrival observed by the ACE satellite,
was ∼35 h. For the 6 April 2001 and 15 April 2002 events,
the model shock arrival time error (observed shock

transition time) was ∼−6 h (∼39 h) and ∼−1 h (∼52 h),
correspondingly.
[16] It is important to know the dependence of arrival

time error on the uncertainty in the input parameters. We
performed the uncertainty estimation of the shock arrival
time with respect to three input parameters: (1) initial
radial velocity, derived from the cone model using LASCO
C3 images; (2) cone half angular width, half of the opening
angle of the CME cone; and (3) density factor, a parameter
equal to the ratio of the CME material density to the
ambient fast solar wind density, which cannot be derived
from the observations presently.
[17] Figure 1 displays the shock arrival time error

dependence on the input initial parameters for all three
events.
[18] Figure 1 (top) shows the results for high‐speed

13 December 2006 event, where we used the values: 1270,
1570, 1970, 2270, 2370 km/s for V; 47°, 57°, 67°, 77°, 87° for
the cone half angular width; and 2, 2.5, 3, 3.5, 4 for the
density factor. So, almost 2 fold (or exactly 2 fold, in case
of the density factor) variation of each of the input
parameters. The blue line represents the dependence of
the arrival time error on radial velocity of the CME, V,
for df = 4 and cone half angular width equals 67°. As you
can see almost 2 fold variation of the input velocity re-
sults in the variation of the arrival time error from about
−6.5 h to about 8 h. This shows that the shock arrival
time error is not very robust relative to uncertainty in the
input velocity. If we interpolate between the velocity
stamps, the shock arrival time error would be zero for
V ∼ 1800 km/s. The black line shows the arrival time
dependence on the input cone half angular width, which
varies from 47° to 87°, for V = 2170 and df = 4. The arrival
time error varies in this case from about −8 h to about
2.5 h; that is, the window of arrival time uncertainty due to
the uncertainty in cone half angular width is more narrow
than due to the uncertainty in the velocity. We can con-
clude for the CME transit time the model is more robust
with respect to the uncertainty due to the cone input
geometry than due to the uncertainty in the input velocity,
which is a reasonable result. Finally, the red line presents
the shock arrival time error dependence on the uncer-
tainty in the density factor, which varies from df = 2 to
df = 4, for V = 2170 and cone half angular width 67°.
Figure 1 (top) clearly shows more robustness of the model
result for the shock arrival time than in two previous cases.
The window of uncertainty extends from about −5 h to
about 2.5 h. Thus, for the CME shock arrival time for the
13 December 2006 CME, the largest window of uncertainty
of the model, due to the approximately two fold uncer-
tainty in the input parameters, is [−8, 8] h. The percentage
of the largest uncertainty window width relative to the
observed propagation time (let us call it “relative uncer-
tainty”) is about 46%.
[19] Figure 1 (middle) displays the shock arrival time

error dependence on the input initial parameters for the
moderate‐speed 6 April 2001 event, where we used the
values: 970, 1170, 1370, 1570, 1770 km/s for V; 49°, 59°, 69°,
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79°, 89° for the cone half angular width; and 2, 2.5, 3, 3.5, 4
for the density factor. The color coding is the same as in
Figure 1 (top). Almost 2 fold variation of the input velocity
for df = 4 and cone half angular width equals 79°, results in
the variation of the arrival time error from about −8 h to
about 6 h. So, the dependence of the arrival time error on
the uncertainty in the input velocity for this moderate‐
speed event is close to the previous case of high‐speed
13 December 2006 CME. The arrival time error due to
uncertainty in the cone half angular width, for V = 1570
and df = 4, varies from about −7 h to about −1 h; that is,
the dependence is slightly weaker than in the previous
case of high‐speed CME. The shock arrival time error
variation due to the uncertainty in the density factor for
fixed velocity V = 1570 and cone half angular width
equals 79, is the smallest in comparison to the variation
due to the uncertainties in velocity and cone half angular
width. This result is similar to the previous case of high‐
speed 13 December 2006 CME event. The dependence of
the arrival time error on the uncertainty in the density
factor is weaker than it is for high‐speed CME event of
13 December 2006. The window of uncertainty extends
from about −6 h to about −2 h. The largest window of
uncertainty of the model for this moderate‐speed event,
due to the approximately two fold uncertainty in the
input parameters, is [−8, 6] h. The relative uncertainty in
this case is about 36%.
[20] Finally, Figure 1 (bottom) displays the shock arrival

time error dependence on the input initial parameters for
the low‐speed 15 April 2002 CME event, where we used
the values: 536, 636, 736, 836, 936 km/s for V; 44°, 54°, 64°,
74°, 84° for the cone half angular width; and 2, 2.5, 3, 3.5, 4
for the density factor. The color coding is the same as in

Figure 1. The shock arrival time error dependence on
the initial input CME radial speed, CME cone half
angular width, and CME to ambient solar wind density
ratio (density factor). (top) High‐speed, 13 December
2006 CME event. The blue line represents the variation
due to the variation of the input radial velocity, V, for
df = 4 and cone half angular width equals 67°. The black
line shows the dependence on the input cone half
angular width, for V = 2170 and df = 4. The red line re-
presents the shock arrival time error dependence on
the uncertainty in the density factor for V = 2170 and
cone half angular width 67°. (middle) Moderate‐speed,
6 April 2001 CME event. Color coding is the same as in
Figure 1 (top): blue line for df = 4 and cone half angular
width equals 79°, black line for V = 1134 and df = 4, and
red line for V = 1134 and cone half angular width 79°.
(bottom) Low‐speed, 15 April 2002 CME event. Color
coding is the same as in Figure 1 (top and middle): blue
line for df = 4 and cone half angular width = 74°, black
line for V = 736 and df = 4, and red line for V = 736 and
cone half angular width 74°.
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Figure 1 (top and bottom). Almost 2 fold variation of the
input velocity for df = 4 and cone half angular width
equals 74°, results in the variation of the arrival time error
from about −8 h to about 8 h, the result close to the pre-
vious cases of high‐ and moderate‐speed CMEs. The
arrival time error due to uncertainty in the cone half
angular width, for V = 736 and df = 4, varies from about
−2 h to about 4 h; that is, the dependence is weaker than in
the previous cases of high‐ and moderate‐speed CMEs.
So, the dependence on the cone half angular width be-
comes weaker for lower‐speed CMEs. Finally, the shock
arrival time error variation due to the uncertainty in the
density factor for fixed velocity V = 736 and cone half
angular width equals 74, shows the weakest dependence,
in comparison to uncertainty in velocity and cone half
angular width. This is similar to the previous cases of
high‐ and moderate‐speed CMEs. For the low‐speed CME
of 15 April 2002 this dependence is weaker than in the case
of moderate‐speed CMEs. The window of uncertainty
extends from about −1 h to about 2 h. So, similar to the
dependence on the cone half angular width, the depen-
dence on the density factor becomes weaker for lower‐
speed CMEs. Interestingly enough all curves in Figure 1
(bottom) meet approximately in one point corresponding
to the almost zero arrival time error, for V ∼ 700 km/s, cone
half angular width ∼60 and df = 3. So this is the “ideal”
combination of the parameters for the ENLIL cone model
for this particular event. The largest window of uncer-
tainty of the model for this low‐speed CME event, due to
the approximately two fold uncertainty in the input
parameters, is [−8, 8] h. The relative uncertainty in this
case is about 31%.
[21] Summarizing this section we can conclude that, for

the predicted CME shock arrival error, (1) the dependence
on the uncertainty in the CME speed is the strongest out
of dependencies on the three discussed parameters; it is
similar to all three, high‐, moderate‐ and low‐speed, CME
events; (2) the dependence on the uncertainty in the CME
cone half angular width is the second strongest and be-
comes weaker for lower‐speed CMEs; and (3) the depen-
dence on the uncertainty in the density factor is the
weakest and similar to the dependence on the cone half
angular width, it becomes weaker for lower‐speed CMEs.
[22] The largest window of uncertainty of the arrival

time, due to the approximately two fold uncertainty in the
input parameters, is [−8, 8] h regardless CME speed. The
relative uncertainty for high‐, moderate‐ and low‐speed
events is correspondingly 46%, 36%, and 31%.

4. Uncertainty Estimation for the Magnitude
of Impact and Resulting Magnetopause Standoff
Distance
[23] Another parameter important for the space weather

forecasters and operators is the magnitude of the impact
of the CME on the magnetosphere. We measure this
parameter by the degree of the deformation of the Earth’s
magnetosphere due to the interaction with the CME. In

the work by Taktakishvili et al. [2009] we assumed that the
physical quantity mostly responsible for the strength of
the impact of the CME on the magnetosphere is a dynamic
pressure of the solar wind. The magnetic field that would
be required to “stop” the solar wind stream was estimated
from the equation given by Spreiter et al. [1965]:

KnmpV
2 ¼ Bstop

2

2�0
ð2Þ

where K is a constant that characterizes the degree of
reflection of the solar wind stream from the current sheath
boundary, n and V are the solar wind number density and
plasma velocity, respectively, mp is the proton mass and
Bstop is the corresponding magnetosphere magnetic field.
In ideal case of completely “elastic” reflection K = 2, and
K = 1 for “inelastic” reflection. In the case of high Mach
number solar wind, K ’ 0.881 [Spreiter et al., 1965], and
we will use this value for K in our analysis.
[24] This equation yields the following expression for

the magnetic field:

Bstop ¼ V
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:762nmp�0

p ð3Þ

[25] Now we can characterize the anticipated response
of the Earth’s magnetosphere to the CME impact in
another way. If we assume that the magnetic field close to
the Earth is a dipole, B = B0(RE/r)

3, where B0 = 3.11 · 104 nT
and RE is the Earths radius, then inserting B = Bstop into this
equation will give an approximate expression for the
magnetopause standoff distance:

r ¼ B0

Bstop

� �1=3

RE ð4Þ

[26] Figure 3 (bottom) of Taktakishvili et al. [2009] dis-
plays the evolution of the standoff distance for the
13 December 2006 CME event estimated by the WSA/
ENLIL cone model. The WSA/ENLIL cone model over-
estimated the ram pressure impact for all 14 events
reported by Taktakishvili et al. [2009] as it is clear from their
Figure 4. Themodel pushes themagnetopause closer to the
Earth than would be expected from the ACE measure-
ments of the solar wind ram pressure. The minimum
magnetopause standoff distance for the 13 December 2006
CME event, derived from the ACE observations, yields
rmin ∼ 5.6RE, while the model estimate is ∼4.1RE, which is a
pretty significant difference. But, note that the lower limit
of the estimated standoff distance corresponds to the
instantaneous peaks of the ICME disturbance at the
magnetopause and that these value probably will not be
sustained for a long period of time. The current ENLIL
version assumes a spherical homogeneous cloud launched
in the heliosphere which gives a large momentum
(dynamic pressure). The discrepancy should be smaller in
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the upcoming version of ENLIL with the flux‐rope‐like
structure.
[27] Although the model strongly overestimates the

CME impact on the magnetosphere, it is still important to
estimate how the predicted magnetopause standoff dis-
tance depends on the uncertainty in the input parameters.
We performed the uncertainty estimation for the same
input parameters and the same conditions as in section 3.
[28] Figure 2 (top) shows the minimum magnetopause

standoff distance for the high‐speed 13 December 2006
CME event. The color coding is the same as in Figure 1.
The dependence on the velocity V for df = 4 and cone half
angular width equals 67° is shown in blue. The standoff
distance varies from ∼4.1RE to ∼4.6RE. This shows that the
magnetopause standoff distance does not depend strongly
on the uncertainty in the input velocity for this high‐speed
CME event. The standoff distance dependence on the
input cone half angular width for Vr = 2170 and df = 4 is
shown in black. The standoff distance varies from ∼3.9RE
to ∼5RE; that is, the window of uncertainty due to the
uncertainty in cone half angular width is more than 2
times wider than due to the uncertainty in the speed. This
strong dependence on the cone half angular width is
obviously due to the quadratic dependence of the total
mass content in the CME on the cone half angular width.
Finally, the red line clearly demonstrates that the standoff
distance depends the least on the uncertainty in the
density factor: for V = 2170 km/s and cone half angular
width equals 67°, the window of uncertainty extends from
∼4.1RE to ∼4.5RE in this case. The largest window of
uncertainty of the model due to the almost 2 fold uncer-
tainty in the parameters for the high‐speed CME event is
[3.9RE, 5RE].
[29] Figure 2 (middle) shows the minimum magneto-

pause standoff distance for the moderate‐speed 6 April
2001 CME event. The minimum magnetopause standoff
distance for this event, derived from the ACE observa-
tions, yields rmin ∼ 6.12RE. The blue line demonstrates the
weak dependence of standoff distance variation (from
∼4RE to ∼4.3RE), due to the almost 2 fold variation of the
input velocity for df = 4 and radius equals 79°. The
standoff distance depending on the input cone half
angular width for V = 1570 and df = 4, shown in black,
varies from ∼3.9RE to ∼4.8RE; that is, the window of
uncertainty due to the uncertainty in cone half angular
width is more than 2.5 times wider than due to the
uncertainty in the velocity. The red line in Figure 2

Figure 2. The minimum magnetopause standoff dis-
tance dependence on the initial input CME radial
speed, CME cone half angular width, and CME to
ambient solar wind density ratio (density factor). (top)
High‐speed, 13 December 2006 CME event. (middle)
Moderate‐speed, 6 April 2001 CME event. (bottom)
Low‐speed, 15 April 2002 CME event. Color coding is
the same as in Figure 1.
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(middle) demonstrates that the window of uncertainty due
to uncertainty in the density factor, for V = 1570 km/s and
cone half angular width equals 79°, extends from ∼4RE
to ∼4.5RE, i.e., a bit less than in the case of high‐speed
CME. This shows also that for moderate‐speed CME the
magnetopause standoff distance dependence on the
uncertainty in the density factor is slightly stronger than
dependence on the uncertainty in the speed. The largest
window of uncertainty of the model due to the almost
2 fold uncertainty in the parameters for this case of
moderate‐speed CME is [3.9RE, 4.8RE].
[30] Figure 2 (bottom) shows the minimum magneto-

pause standoff distance for the low‐speed 15 April 2002
CME event. The standoff distance varies from ∼4.5RE to
∼5.7RE for almost 2 fold variation of the input velocity and
fixed df = 4, radius equals 74°. So, the magnetopause
standoff distance strongly depends on the uncertainty in
the input velocity in this case of low‐speed CME. The
dependence on the input cone half angular width for
V = 736 and df = 4 shown in black, demonstrates the
variation of the standoff distance from ∼4.8RE to ∼5.6RE. So,
unlike the previous cases, the window of uncertainty due
to the uncertainty in cone half angular width is more
narrow than due to the uncertainty in the velocity. The red
line in Figure 2 (bottom) demonstrates that the standoff
distance depends the least on the uncertainty in the den-
sity factor for fixed V = 736 km/s and cone half angular
width equals 74°. The window of uncertainty extends from
∼4.8RE to ∼5.2RE. Thus, for the magnetopause standoff
distance, the largest window of uncertainty of the model
due to the almost 2 fold uncertainty in the parameters for
this case of low‐speed CME is [4.5RE, 5.7RE].
[31] From the discussion in this section we can conclude

that, for the predicted magnetopause standoff distance,
(1) the dependence on the uncertainty in the CME initial
speed is weak for high‐ and moderate‐speed CME events
and relatively strong for low‐speed CMEs; (2) the depen-
dence on the uncertainty in the CME cone half angular
width is the strongest for high‐ and moderate‐speed
CMEs and relatively strong, but weaker than dependence
on the uncertainty in the initial speed, for low‐speed
CME; and (3) the dependence on the uncertainty in the
density factor is the weakest for high‐ and low‐speed
CME events and slightly stronger than the dependence
on the uncertainty in initial speed for moderate‐speed
CME.

[32] The largest window of uncertainty in the magneto-
pause standoff distance, due to the approximately two fold
uncertainty in the input parameters, is [3.9RE, 5.7RE].

5. Impact of the Resolution on the Model Results
[33] In this section we present a brief study of the impact

of the resolution on the model results.
[34] Table 1 shows the arrival time and magnetopause

standoff distance predicted by the model for different
spatial resolutions in radial direction. In this example we
used the high‐speed 13 December 2006 CME with base
parameters: initial radial speed 2170 km/s, CME cone
opening half‐angle 67°, and the density factor 4. The low
resolution corresponds to the grid 256 × 30 × 90, medium
resolution corresponds to the grid 512 × 30 × 90, and
high resolution corresponds to the grid 1024 × 30 × 90.
[35] The actual shock arrival for this event was around

1400 UT on 14 December 2006. The magnetopause
standoff distance corresponding to ACE data is ∼5.63 RE.
As we can see from the Table 1 the arrival time predicted
by the model shifts by 1 h 22 min toward earlier prediction
during the transition from low to medium resolution, thus
making the arrival time error bigger. Clearly the reason
for this is more fine shock front structure in case of
medium resolution. The further two fold increase of the
resolution shifts the CME shock arrival time 30 min fur-
ther toward earlier prediction, indicating that the shock
front resolution is becoming saturated.
[36] Therefore, in case of earlier than observed shock

arrival prediction, the increase of the resolution leads to
increase of the arrival time error. One can expect that in
the opposite case of later than observed arrival prediction,
the increase of the resolution will lead to improvement of
the prediction result. So, this demonstrates that the shock
arrival time may vary substantially according to different
spatial resolutions used. On the contrary, the magneto-
pause standoff distance almost does not depend on the
resolution, as it is clear from the Table 1.
[37] The influence of the resolution on the model results

is an important issue and needs more thorough analysis,
which is beyond the scope of this paper. This can be
subject of a separate publication.

6. Summary
[38] It is very important, both for research and fore-

casting application, to be aware of uncertainty estimation of
a scientific model, i.e., to know how themodel performance
depends on the uncertainty in the input parameters.
[39] We performed the uncertainty estimation for the

WSA/ENLIL cone model combination. We studied the
dependance of the predicted CME shock arrival time error
on the uncertainty in the CME input parameters. We
focused on three parameters in this paper: (1) initial radial
speed of a CME, (2) CME cone half angular width, and (3)
CME material to ambient solar wind density ratio. We also
studied the dependence of the predicted magnitude of the

Table 1. Arrival Time and Magnetopause Standoff Distance
for Different Spatial Resolutions for the High‐Speed 13
December 2006 CME

Resolution

Low Medium High

CME shock arrival time
on 14 Dec 2006 (UT)

0910 0748 0718

Magnetopause standoff
distance (Re)

4.13 4.1 4.0
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CME impact on the magnetosphere, manifested in the
magnetopause standoff distance, on the uncertainty in the
same parameters.
[40] We analyzed three events from the previously re-

ported Taktakishvili et al. [2009] 14 event list: (1) relatively
high initial speed, 13 December 2006 CME; (2) moderate‐
speed, 6 April 2001 CME; and (3) relatively low initial
speed, 15 April 2002 CME.
[41] For the uncertainty estimation of the CME arrival

time error we can conclude the following.
[42] 1. The dependence of the arrival time error on the

uncertainty in the CME speed is the strongest of the
dependencies on the three discussed parameters. It is
similar in high‐, moderate‐ and low‐speed CME events.
[43] 2. The dependence on the uncertainty in the CME

cone half angular width is the second strongest. It is
weaker for lower‐speed CMEs.
[44] 3. The dependence on the uncertainty in the density

factor is the weakest. Similar to the dependence on the
cone half angular width, it is weaker for lower‐speed
CMEs.
[45] The dependence of the magnetopause standoff

distance on the three parameters is more complicated and
varies for different initial speed CMEs: (1) the dependence
on the uncertainty in the CME initial speed is weak for
high‐ and moderate‐speed CME events and relatively
strong for low‐speed CMEs; (2) the dependence on the
uncertainty in the CME cone half angular width is the
strongest for high‐ and moderate‐speed CMEs and rel-
atively strong, but weaker than dependence on the
uncertainty in the initial speed, for low‐speed CME; and
(3) dependence on the uncertainty in the density factor is
the weakest for high‐ and low‐speed CME events and
weak but slightly stronger than the dependence on the
uncertainty in initial speed for moderate‐speed CME.
[46] The overall conclusion of these studies is, that in

most of the cases, uncertainty in the CME initial speed and
CME cone half angular width are the most important
parameters for CME shock arrival time and magnetopause
standoff distance, respectively, while the uncertainty in
CME density has the least influence on the model pre-
diction. The window of uncertainty due to the approxi-
mately two fold uncertainty in the input parameters was
[−8, 8] h for the arrival time regardless of the CME initial
speed. This yielded arrival time window widths relative to
observed transit times of no more than 46%. For the
magnetopause standoff distance, the window of uncer-
tainty is almost 2RE.
[47] We also found that the shock arrival time may vary

as a function of the model spatial resolutions used, while
the magnetopause standoff distance is largely indepen-
dent of resolution.
[48] Finally, we acknowledge that the information

gathered from this study is only an initial investigation.
Eventually, for the WSA/ENLIL cone model to become a
fully validated operational predictor of CMEs, a more
comprehensive study, based on hundreds or even
thousands of simulations, where controls are changed

both independently and in conjunction of each other, will
be needed.

[49] Acknowledgments. D.O. was partially supported by NSF/
CISM and NASA/LWS grants. All simulations carried out in this
work were done at the Community Coordinated Modeling Center
at NASA Goddard Flight Center.
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